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Abstract
If a dichotomous exposure variable is misclassified in a case-control study, a bias-adjusted exposure odds ratio with its asymptotic variance is presented to account for the misclassification bias. A simple, yet powerful, method is given to calculate the true sensitivity and specificity based only on the data available in the main study, regardless of whether a validation sample is available or not. Two practical examples without or with validation data are given to illustrate how to calculate first the true sensitivity and specificity for cases and controls and then the bias-adjusted exposure odds ratio with its 95% confidence interval.

ABBREVIATIONS
BAOR Bias-adjusted [exposure] odds ratio
CI Confidence interval
COR Crude [exposure] odds ratio

INTRODUCTION
In the realm of epidemiology the problem of misclassification has been thoroughly studied. In practical applications, the exposure misclassification mainly occurs when proxy respondents are used in the survey interview to classify the subject’s exposure status. For example, in a study of identifying the possible etiologic factors for Alzheimer’s disease, information were uniformly obtained only from close family members, usually spouse, because of the patient’s mental impairment. Historically, this problem was first studied in and later included other related issues that were investigated by other people. Epidemiologic examples about the effect of misclassification bias were also widely studied. See, for example.

So far, all proposed methods for correcting the misclassification bias either require a second validation sample to estimate the sensitivity and specificity of the classified procedure or conduct a conventional/probabilistic sensitivity analysis. No methods available in the literature are able to calculate the true sensitivity and specificity. The aim of this paper is to present a method to calculate the true sensitivity and specificity from the data in the main study only, regardless of whether a validation sample is available.

BACKGROUND
Consider a case-control study in which there is no disease misclassification, but misclassification has occurred in determining the subject’s exposure status. First, three random variables, E, E* and D, are defined as follows:

\[
E = 1 \text{ if a subject is truly exposed, } 0 \text{ otherwise, } E^* = 1 \text{ if a subject is classified as exposed, } 0 \text{ otherwise. } D = 1 \text{ if a subject belongs to the case group, } 0 \text{ otherwise.}
\]

Note that E* is a surrogate classification variable for the exposure variable E and D is a disease variable. Let p and \( p_1 \) denote, respectively, the true proportions of subjects in the control and the case population, who are exposed to a certain risk factor under study. The probability distributions for cases and controls are given, respectively, by the first and second column of Table 1.

Table 1: The true distributions of the cell probabilities for the cases and controls

<table>
<thead>
<tr>
<th>True exposure status</th>
<th>Group of subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>E = 1 (exposed)</td>
<td>D = 1 (Cases)</td>
</tr>
<tr>
<td>E = 0 (unexposed)</td>
<td>D = 0 (Controls)</td>
</tr>
<tr>
<td></td>
<td>( p_1 )</td>
</tr>
<tr>
<td></td>
<td>( q_1 )</td>
</tr>
</tbody>
</table>

As a measure of the relative risk in case-control studies, the [exposure] odds ratio of exposed versus unexposed is given by \( \phi \)
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Figure 2

\[ R = \frac{p_0 \cdot q_0}{p_0 \cdot q_1}. \]  

where \( 0 < p < 1 \) (\( q = 1 - p \)) and \( 0 < p_1 < 1 \) (\( q_1 = 1 - p_1 \)) are defined in Table 1.

Suppose that \( n \) controls and \( n_1 \) cases are sampled with the positive count frequencies \( n_{ij}, i, j = 0, 1 \). By the method of moments, we obtain from Table 2

Figure 3

\[ \hat{p}_0 = \frac{n_{00}}{n_0}, \quad \hat{q}_0 = 1 - \hat{p}_0, \]  

and

Figure 4

\[ \hat{p}_1 = \frac{n_{11}}{n_1}, \quad \hat{q}_1 = 1 - \hat{p}_1, \]

where \( \hat{p}_i \) of equation 2 and \( \hat{p}_i \) of equation 3 are the traditional sample estimates for the prevalence among controls and cases, respectively, and are unbiased estimators for the true \( p \) and \( p_1 \) in Table 1, provided that there is no misclassification on the exposure variable \( E \).

Table 2: The observed cell counts for a case-control study.

<table>
<thead>
<tr>
<th>Classified exposure status</th>
<th>Group of subjects</th>
<th>( D = 1 ) (Cases)</th>
<th>( D = 0 ) (Controls)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E ) = 1 (exposed)</td>
<td>( n_{11} )</td>
<td>( n_{01} )</td>
<td></td>
</tr>
<tr>
<td>( E ) = 0 (unexposed)</td>
<td>( n_{10} )</td>
<td>( n_{00} )</td>
<td></td>
</tr>
<tr>
<td>Total sample size</td>
<td>( n_1 )</td>
<td>( n_0 )</td>
<td></td>
</tr>
</tbody>
</table>

However, \( \hat{p}_i \) , \( i = 0, 1 \), of equations 2-3 are no longer unbiased estimators for \( p_i \) of Table 1 whenever a surrogate variable \( E^* \) of the exposure variable \( E \) for the study subjects is misclassified (\( \hat{p}_i \)). Indeed, once the exposure misclassification has occurred, it is easily shown that
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\[ \hat{E}(\hat{p}_i) = p_i \cdot (\hat{q}_i + \psi_i) + 1 - q_i, i = 0, 1, \]  

where \( \hat{p}_i \) and \( \hat{q}_i \), \( i = 0, 1 \), called bias parameters (\( \psi_i \)), denote sensitivity and specificity probabilities for controls and cases, respectively, and are defined by (\( \phi_i \))
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\[ \phi_i = \Pr(E^* = 1 \mid E = 1, D = i), \]

and
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\[ \psi_i = \Pr(E^* = 0 \mid E = 0, D = i). \]

Moreover, if \( n_i \cdot p^*_i \)'s, \( i = 0, 1 \), are assumed to follow binomial distributions with means \( n_i \cdot \{ p_i \cdot (\hat{q}_i + 1) \cdot \hat{q}_1 \cdot \hat{q}_1 \cdot 1 \} \), the variances of \( p_i \)'s, \( i = 0, 1 \), are given by

Figure 9

\[ \text{var}(\hat{p}_i) = \frac{\{ n_i \cdot (p_i + q_i - 1) \} \cdot \{ \hat{q}_i \cdot (\hat{q}_1 + q_i) \} + 1}{n_i}. \]

From equation 4, it is easily seen that \( \hat{p}_i \)'s, \( i = 0, 1 \) are no longer unbiased estimators of \( p_i \) unless there is no exposure misclassification for both cases and controls, that is, \( \hat{q}_i = 1, i = 0, 1 \). As a result, the bias unavoidably appears in the crude [exposure] odds ratio given by
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\[ \hat{R} = \frac{\hat{p}_1 \cdot \hat{q}_0}{\hat{p}_0 \cdot \hat{q}_1} = \frac{n_{00} \cdot n_{11}}{n_{01} \cdot n_{10}}. \]

since it does not account for the misclassification bias. This motivates epidemiologists and statisticians to search for the corrected [exposure] odds ratio which is able to account for the misclassification bias (\( \hat{R} \)). In this paper, an estimator, called bias-adjusted [exposure] odds ratio, is proposed which is able to account for the misclassification bias in the estimation of the true \( R \) of equation 1.

METHOD

In epidemiology, an exposure misclassification is said to be non-differential if sensitivity and specificity are the same for cases and controls, that is, classification rates are independent of the disease; otherwise, the exposure misclassification is called differential. Because non-differential misclassification is a special case of differential misclassification, I only consider differential misclassification in my derivation.

By using equations 2-4 with an approximation, \( E(\hat{p}_i) = \hat{p}_i \), it is easily shown that for \( i = 0, 1 \),

Figure 11

\[ p^*_i = (\psi_i - \hat{q}_1) / \Delta_i, \]
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and

Figure 12

\[ q_i^* = (\phi_i - \hat{\phi}_i)/\Delta_i, \quad i = 0, 1. \] (10)

are unbiased estimators, respectively, for \( p_i \) and \( q_i \), conditioned on that both \( \|_i \) and \( \|_i \), \( i = 0, 1 \), are known, where \( \| \) is given by

Figure 13

\[ \Delta_i = \phi_i + \psi_i - 1, \quad i = 0, 1. \] (11)

Clearly, equation 11 must not equal to zero; otherwise, equations 9-10 are undefined.

Now, \( p_i^* \) of equation 9 (or \( q_i^* \) of equation 10) is said to be admissible if equations 9-10 are positive numbers between 0 and 1. In addition, \( \|, i = 0, 1 \), are said to be feasible if \( \|, \|, \|, i = 0, 1 \), and \( \| \) must satisfy the following constraints:

Figure 14

\[ \phi_i > \hat{\phi}_i, \quad i = 0, 1. \] (12)

Figure 15

\[ \psi_i > \hat{\psi}_i, \quad i = 0, 1. \] (13)

and Figure 16

\[ \phi_i + \psi_i > 1, \quad i = 0, 1. \] (14)

It can be easily shown that \( p_i^* \), of equation 9 (or \( q_i^* \) of equation 10) is admissible if \( \|, i = 0, 1 \), are feasible. Note that equations 12-14 are merely one set of feasibility constraints for \( \|, i = 0, 1 \), so that equations 9-10 are admissible estimators for the unknown \( p_i \) and \( q_i \). By simply reversing the direction of inequalities in equations 12-14, we could obtain another set of feasibility constraints. Mathematically, these two sets of feasibility constraints are equivalent because they are just mirror images of one another with respect to the straight line of \( \| + \| = 1 \) in the two dimensional space of ordered pairs \((\|, |\|)\) \((\phi_i, \psi_i)\). But, equation 14 is preferable because it has a practical implication, that is, a good classification procedure should perform better than random \((\phi_i)\). In addition, the variance of equation 9 is readily given by

Figure 17

\[ Var(p_i^*) = Var(\hat{p}_i)/\Delta_i^2, \quad i = 0, 1, \] (15)

where \( Var(p_i) \) is given by equation 7.

By replacing the true unknown parameters \( p_i \) and \( q_i \), \( i = 0, 1 \), in equation 1 with equations 9-10, the bias-adjusted [exposure] odds ratio (BAOR) \( R^* \) is defined by

Figure 18

\[ R^* = \frac{p_i q_i}{\psi_i \phi_i} = \frac{(\psi_i + \hat{\psi}_i - 1)(\phi_i - \hat{\phi}_i)}{(\psi_i + \hat{\psi}_i - 1)(\phi_i - \hat{\phi}_i)}, \] (16)

where \( \|, \|, i = 0, 1 \), are feasible. The BAOR of equation 16 is said to be admissible if it is a positive real number. Note that because of the feasibility constraints of equations 12-14, equation 16 is always a positive real number once true sensitivity and specificity are given. Clearly, equation 16 is admissible if \( p_i^* \), of equation 9 (or \( q_i^* \), of equation 10) are admissible.

By using the delta method, the asymptotic variance of \( \ln(R^*) \) is given by \((\psi_i)\)

Figure 19

\[ Var(\ln(R^*)) = \frac{1}{\sum \phi_i^2} \frac{Var(\hat{p}_i)}{(\phi_i + \psi_i + 1)^2}, \] (17)

where \( p_i \) and \( q_i \), \( i = 0, 1 \), are given, respectively, by Table 1, \( \|, \|, i = 0, 1 \), are feasible, and \( Var(p_i) \) is given by equation 15. A detailed derivation of equation 17 is given in the appendix. The approximation of the right side of equation 17 is adequate so long as \( n \) and \( n_1 \), sample sizes for cases and controls, are sufficiently large. When equation 17 is used in practical applications, the unknown parameters of \( p_i \) and \( q_i \), \( i = 0, 1 \), are replaced, respectively, by \( p_i^* \), of equation 9 and \( q_i^* \), of equation 10, and the true classification rates can be calculated exactly from the observed data in the main study under an assumption that the correct classified table is known as shown later in the next section.

According to the asymptotic theory of large sample distribution \((\), the sampling distribution of the following test statistic
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\[ Z^*_\chi = \ln(R^*)/\text{s.e.}(\ln(R^*)), \] (18)

can be shown to follow a standard normal distribution,
where \( s.e.(\ln(R^*)) \) denotes the standard error of \( \ln(R) \), that is, a square root of equation 17. To account for misclassification errors in identifying any risk factor, equation 18 will be used to test whether the adjusted odds ratio of equation 3.8 is significant or not. In addition, equation 18 can be used to find the 100% \( \times (1 - \alpha) \) confidence interval (0 \(<\alpha<1\)) for \( R \) is given by

\[
100\% \times (1 - \alpha) \text{ CI for } R = \exp(\ln(R^*) + z_{\alpha/2} \cdot s.e.(\ln(R^*))),
\]

where \( z_{\alpha/2} \) is the 100 \( \times (1 - (\alpha/2)) \) percentile of the unit normal distribution.

To use equations 16-19 we need to know the true sensitivity and specificity for cases and controls. I will show below by using two practical examples how to calculate the true sensitivity and specificity from the data of the main-study. Basically, we need to know what the truly classified table is. This information is contained in the observed data of the main-study. Even though we do not know exactly what the truly classified table is, our reverse thinking hints us that the truly classified table must be one of the reclassified tables from the observed one in the main study. Hence, we can obtain the truly classified table by assuming hypothetically that it is simply a table which is (either under- or over-) misclassified from the observed one by 1 subject, or 2 subjects, or … in the exposed category. Once we obtain the [hypothetically] true table, we’re thus able to calculate the sensitivity (or specificity) from the observed and this true table according to the following formula, that is,

![Figure 21](image-url)

To see in what direction the misclassification might bias the results, we can use the equation 16 to calculate the bias-adjusted exposure odds ratio. In this study no validation data were collected at all. Nevertheless, I’ll show first how to calculate the true sensitivity and specificity for cases. Evidently, it depends on our knowledge about what a truly classified table is. Even though we do not know exactly what the truly classified table is, we’re confident that it must be one of those 37 tables by under-misclassifying 1 subject or over-misclassifying 1, 2, …, or 36 subjects in the category of “No signs” as shown in the first two columns and continued in the fifth and sixth columns of Table 3bi. Since I do not know exactly which one of these 37 possible scenarios is a truly classified table, I simply assume that each one of them is a desired correctly classified table and then calculate one by one the values of sensitivity and specificity accordingly. By using equation 20, the sensitivity and specificity pairs for cases and controls are given, respectively, in Tables 3b(i-ii). By taking the first entry in column 3 of Table 3bi as an example, we obtain that \( \phi_i = 1- |38 - 37|/(38+37) = 1- 0.0133 = 0.9867 \). However, after checking out if feasibility constraints [or equations 12-14] were satisfied, only the first four pairs of sensitivity and specificity were found to be feasible (highlighted in Table 3bi). Similarly, although there were altogether 50 possible truly classified tables for controls, only 34 pairs of sensitivity and specificity were found to be feasible for controls (Table 3biii).

To see in what direction the misclassification might bias the
BAOR from the null-hypothesis value, I used all four feasible pairs of sensitivity and specificity for cases and only ten pairs, under- or over-misclassified up to five subjects in the same category of “No signs”, for controls to compute 40 (= 4×10) BAORs. The results of these 40 BAORs with its 95% confidence intervals (CI) are given in Tables 3c(i-iv). By inspection of 95% CI in Tables 3c(i-ii), the BAORs were overall significantly biased further away from the null value (R = 1) than the COR if just one subject was over-misclassified in the category of “No signs” for cases, and up to five persons were either under- or over-misclassified for controls (Tables 3cii), while they were significant and biased yet a little toward the null value than the COR if just one subject was under-misclassified in the category of “No signs” for cases and up to five persons were either under- or over-misclassified for controls (Tables 3ci). However, Tables 3c(iii-iv) painted a totally different picture, namely, the BAOR was overall biased away, yet not significant, from the null value, provided that more than one person was under-misclassified in the category of “No signs” for cases and up to up to five persons were under- or over-misclassified in the same category for controls.

Table 3(a): The survey data whether a person saw natural warning signs for cases and controls.

<table>
<thead>
<tr>
<th>Natural warnings</th>
<th>Case</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>No signs</td>
<td>37</td>
<td>27</td>
</tr>
<tr>
<td>Signs</td>
<td>2</td>
<td>25</td>
</tr>
<tr>
<td>Marginal total</td>
<td>39</td>
<td>52</td>
</tr>
</tbody>
</table>

Table 3b(i): All possible pairs of sensitivity and specificity for cases.

Table 3b(ii): All feasible pairs of sensitivity and specificity for controls.
The “+” (or “−”) sign inside the parenthesis denotes the number of persons to be over- (or under-) misclassified.

Table 3c: Bias-adjusted exposure odds ratios (95% CI) for all 40 feasible pairs of sensitivity and specificity for cases and controls when:

Example 2 The data used here is taken from a case-control study on sudden infant death syndrome (SIDS) (15). Among women for whom only interview data were examined, 122 out of 564 case mothers and 101 out of 580 control mothers reported antibiotic use during pregnancy. By using equation 1, the obtained crude odds ratio 1.31 with a 95% CI: 0.98–1.76 (p-value = 0.07) is not statistically significant. In this study a second external validation sample based on the medical record (a gold standard) was available. From the data of this validation sample, the estimated sensitivity and specificity for cases and controls were given by \((\hat{\psi}_1, \hat{\psi}_1) = (0.6304, 0.8667)\) and \((\hat{\psi}_2, \hat{\psi}_2) = (0.5676, 0.9333)\), respectively. By assuming these estimated values as if they were true sensitivity and specificity probability for the study population given by Table 3, we are able to calculate the corresponding correctly cell counts (rounded to the largest integer) for Table 3 which should be: \(n^*_{11} = 56, n^*_{10} = 40, n^*_{01} = 338, \) and \(n^*_{00} = 419\). Now since \(n^*_{11} + n^*_{01} = 394\) and \(n^*_{10} + n^*_{00} = 459\) are not the same as the marginal total in the table of the main study, we therefore convert proportionally these new marginal totals 394 and 459 to match, respectively, overall to that of the main-study table (564 and 580) for the entire table. We thus obtained: \(n^{**}_{11} = 80, n^{**}_{10} = 51, n^{**}_{01} = 484, \) and \(n^{**}_{00} = 529\). It seems
rational to assume that this new table is the truly classified table for the main-study. Then, we are able to calculate the true sensitivity and specificity for this SIDS study which are given by \((\phi_1, \psi_1) = (0.7921, 0.9546)\) and \((\phi_2, \psi_2) = (0.6711, 0.9504)\). By substituting the above values into equation 16, the BAOR is given by 1.18 with a 95% CI: 0.90–1.56 (p-value = 0.23) which is not statistically significant. The BAOR-value 1.18 is biased toward the null value more than the COR (1.31). Hence, there seems no association between the use of antibiotic during pregnancy and the SIDS.

However, suppose that the validation sample is reliable. Then, according to the above calculation, 42 and 50 women are over-misclassified in the antibiotic use during pregnancy for cases and controls, respectively. These numbers of misclassification on the antibiotic use seem quite big. I therefore conducted a sensitivity analysis by assuming arbitrarily (under- or over-) misclassified numbers ranging from 4 to 40 subjects in the category of the antibiotic use.

First, I calculated the sensitivity and specificity for cases and controls, respectively (Table 4b). Next, I calculated the BAORs by using the 14 pairs of sensitivity and specificity given in Table 4b. By browsing the result in Table 4c, almost all 14 BAORs were significant except the last two values which used the last two pairs of sensitivity and specificity of Table 4b. The last two pairs of sensitivity and specificity in Table 4b correspond to that 34 and 40 women are over-misclassified in the category of “use” for both cases and controls. As a result, this implies that the BAORs will become significant and biased away from the null value if less than 34 women are over-misclassified in the category of “use” for both cases and controls in the main study. If this error of misclassification sounds more reasonable, then the inference drawn from using the validation data is clearly misleading.

Table 4a: The data of SIDS study of the exposure variable of interview response between cases and controls.

### Table 4a

<table>
<thead>
<tr>
<th>Interview response</th>
<th>Cases</th>
<th>Controls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use</td>
<td>122</td>
<td>101</td>
</tr>
<tr>
<td>No use</td>
<td>442</td>
<td>479</td>
</tr>
<tr>
<td>Marginal total</td>
<td>564</td>
<td>580</td>
</tr>
</tbody>
</table>

Table 4b: Pairs of the [true] sensitivity and specificity for cases and controls.

### Table 4b

<table>
<thead>
<tr>
<th>Cases (correctly classified)</th>
<th>Controls (correctly classified)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use</td>
<td>No use</td>
</tr>
<tr>
<td>( \phi_1 )</td>
<td>( \phi_2 )</td>
</tr>
<tr>
<td>( \psi_1 )</td>
<td>( \psi_2 )</td>
</tr>
<tr>
<td>162 (–49)</td>
<td>402</td>
</tr>
<tr>
<td>156 (–34)</td>
<td>408</td>
</tr>
<tr>
<td>148 (–26)</td>
<td>416</td>
</tr>
<tr>
<td>140 (–18)</td>
<td>424</td>
</tr>
<tr>
<td>132 (–10)</td>
<td>432</td>
</tr>
<tr>
<td>126 (–5)</td>
<td>438</td>
</tr>
<tr>
<td>120 (0)</td>
<td>454</td>
</tr>
<tr>
<td>118 (4)</td>
<td>464</td>
</tr>
<tr>
<td>116 (8)</td>
<td>468</td>
</tr>
<tr>
<td>114 (12)</td>
<td>468</td>
</tr>
<tr>
<td>112 (16)</td>
<td>468</td>
</tr>
<tr>
<td>110 (20)</td>
<td>468</td>
</tr>
<tr>
<td>108 (24)</td>
<td>468</td>
</tr>
<tr>
<td>106 (28)</td>
<td>468</td>
</tr>
<tr>
<td>104 (32)</td>
<td>468</td>
</tr>
<tr>
<td>102 (36)</td>
<td>468</td>
</tr>
<tr>
<td>100 (40)</td>
<td>468</td>
</tr>
<tr>
<td>98 (44)</td>
<td>468</td>
</tr>
<tr>
<td>96 (48)</td>
<td>468</td>
</tr>
<tr>
<td>94 (52)</td>
<td>468</td>
</tr>
<tr>
<td>92 (56)</td>
<td>468</td>
</tr>
<tr>
<td>90 (60)</td>
<td>468</td>
</tr>
<tr>
<td>88 (64)</td>
<td>468</td>
</tr>
<tr>
<td>86 (68)</td>
<td>468</td>
</tr>
<tr>
<td>84 (72)</td>
<td>468</td>
</tr>
<tr>
<td>82 (76)</td>
<td>468</td>
</tr>
</tbody>
</table>

Table 4c: Bias-adjusted exposure odds ratios with its p-value and 95% confidence interval.

### Table 4c

<table>
<thead>
<tr>
<th>( \bar{R} )</th>
<th>s.a.(ln(( \bar{R} )))</th>
<th>z-value</th>
<th>p-value</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.358</td>
<td>0.1316</td>
<td>2.25</td>
<td>0.025</td>
<td>1.04–1.77</td>
</tr>
<tr>
<td>1.327</td>
<td>0.1300</td>
<td>2.11</td>
<td>0.035</td>
<td>1.02–1.72</td>
</tr>
<tr>
<td>1.307</td>
<td>0.1276</td>
<td>2.16</td>
<td>0.034</td>
<td>1.02–1.68</td>
</tr>
<tr>
<td>1.312</td>
<td>0.1212</td>
<td>2.24</td>
<td>0.025</td>
<td>1.03–1.66</td>
</tr>
<tr>
<td>1.310</td>
<td>0.1161</td>
<td>2.33</td>
<td>0.020</td>
<td>1.04–1.64</td>
</tr>
<tr>
<td>1.311</td>
<td>0.1109</td>
<td>2.44</td>
<td>0.015</td>
<td>1.05–1.63</td>
</tr>
<tr>
<td>1.310</td>
<td>0.1126</td>
<td>2.40</td>
<td>0.021</td>
<td>1.05–1.63</td>
</tr>
<tr>
<td>1.305</td>
<td>0.1126</td>
<td>2.39</td>
<td>0.022</td>
<td>1.04–1.64</td>
</tr>
<tr>
<td>1.298</td>
<td>0.1213</td>
<td>2.15</td>
<td>0.031</td>
<td>1.02–1.65</td>
</tr>
<tr>
<td>1.289</td>
<td>0.1269</td>
<td>2.00</td>
<td>0.031</td>
<td>1.02–1.65</td>
</tr>
<tr>
<td>1.273</td>
<td>0.1331</td>
<td>1.81</td>
<td>0.070</td>
<td>0.98–1.65</td>
</tr>
<tr>
<td>1.272</td>
<td>0.1382</td>
<td>1.74</td>
<td>0.082</td>
<td>0.97–1.67</td>
</tr>
</tbody>
</table>

![Figure 27](image)

**DISCUSSION**

Some observations are worthwhile for a discussion below:

A unique strength of this paper is that a simple, yet powerful, method is presented to calculate the true sensitivity and specificity based on the data available in the main study only, regardless whether the validation data is available or not. Hence, this new method can free
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researchers in epidemiology from the no-validation-data scare (Example 1). Of course, we do not know exactly in example 1 what the truly classified table is. Nevertheless, we can get a general feeling about the misclassification effect on the estimation of the true exposure odds ratio. When the validation data are available, our method can not only identify the truly classified table, but also assist to assess the reliability of the validation data as I did in Example 2.

For both cases and controls, the sensitivity and specificity have to be calculated in pairs. This is resulted from a fact that the marginal totals are required to be fixed in case-control studies. As a consequence, we can not arbitrarily assign values to sensitivity and specificity separately as was done in the probabilistic/traditional sensitivity analysis (10) or in the simulation study (5).

The significance of the BAOR depends not only on its sheer magnitude, but also on its standard error (Table 4c(iii-iv)). Note that equation 17 is a nonlinear function of the true sensitivity and specificity parameters; hence its value can become very large too.

Even just misclassifying one subject the direction of the misclassification effect for the under- and over-misclassified scenario can be very different (Example 1).

In both of the above examples I could conduct an exhaustive sensitivity analysis, but chose not do it, because my intention was just for the sake of illustration.

APPENDIX

Let \( \| \) denote the estimation errors between \( n_i \cdot p_i \) and \( n_i \cdot E(p_i) \), namely,

\[
\gamma_i = n_i \cdot (\hat{p}_i - E(\hat{p}_i)) = n_i \cdot (\hat{p}_i - p_i + \psi_i - 1), \quad i = 0, 1, \quad (A.1)
\]

where \( p_i \)'s are defined in Table 1, \( p_i \), \( \| \), and \( \| \) are given, respectively, by equations 2-3, 5-6, and 11. By using equations 2-3, equation A.1 can be also expressed in terms of \( q_i \) as follows:

\[
\gamma_i = q_i \cdot (\hat{p}_i - E(\hat{p}_i)) = q_i \cdot (\hat{p}_i - p_i + \psi_i - 1), \quad i = 0, 1, \quad (A.1)
\]

It is easily shown that the first two moments of \( \| \) are given, respectively, by

\[
\text{image:31}
\]

and

\[
\text{image:32}
\]

Let \( \| \) be the estimation errors on estimating the “logit” transformation of the odds that are defined by \( \gamma_i \)

\[
\text{image:33}
\]

where \( p_i \)'s are defined by equation 9 and \( p_i \) by equation 10.

By using equations 9-10 with 2-3 and A.1-A.2, we obtain from applying to equation A.5 a Taylor series expansion of the natural logarithmic function \( \gamma_i \)

\[
\text{image:34}
\]

By dropping all the terms of \( \| \) with its power greater than or equal to two, we have from using equation A.6

\[
\text{image:35}
\]

Equation 17 follows immediately from taking the variance of equation A.7 with the use of equations A.3-A.4 and independence property of \( \gamma_i \), \( i = 0, 1. \)
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